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Preface

Evaluation is a firmly rooted practice in international development
cooperation. It is part and parcel of established routines in order to
learn from experience and improve future undertakings. Evaluations
also satisfy the need for accountability, i.e. ensuring that dedicated
resources, whether they be human, financial or other, are well spent.
At the same time, some argue that it is problematic for evaluation as
currently practiced to contribute to both learning and accountability.

In this EBA report three researchers from the Centre for
Development and Environment at the University of Oslo, Hilde
Reinertsen, Kristian Bjorkdahl and Desmond McNeill have explored
the dual nature of aid evaluation. They have looked at aid evaluations
in Norway and Sweden over the last forty years. Their main
conclusion is that “the dual purpose of accountability and learning in
practice causes difficult trade-offs”. And their blunt assessment is that
“learning is crowded out by accountability”. If we really want to
promote learning, they suggest, maybe we should structure the
evaluation process rather differently. In fact, maybe we should limit
the engagement of external consultants and do away with formal
evaluation reports! On the other hand, they also suggest, if the most
important aspect of an evaluation is accountability, the evaluation
process might be structured rather differently as well. However, in
evaluation practice a clear distinction between learning and
accountability is rarely made — and in the effort to kill two birds with
one stone, those that commission evaluations end up only wounding
the two birds with no clear view of the real benefit from this.

The authors also come to the conclusion that while aid evaluations
clearly contribute to accountability, they to a much lesser extent
contribute to learning. Unfortunately, it seems, the up-take of
recommendations is rather disappointing. The question is, of course,
whether there is enough capacity in the aid agencies and ministries
concerned to capitalize on the lessons learned, or if the lessons learned
through evaluations are simply not relevant enough.

The questions that Hilde Reinertsen and her colleagues raise pose
an important challenge to those of us engaged in aid evaluation — not
least the EBA itself. The expert group will in the process of launching
this report hold a panel discussion around the findings and arguments
in this report. A summary of the outcome from that discussion can be



found on our homepage (www.eba.se). We also intend to stimulate the
discussion elsewhere in the hope that evaluation practice may evolve
to better serve its dual purpose.

The report was produced in dialogue with a reference group under
the leadership of Eva Lithman, member of the EBA. The analysis and
conclusions expressed in this report are exclusively those of the
authors.

Stockholm, May 2017
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Sammanfattning

Ett av de viktigaste syftena med bistdndsutvirderingar ir att dra
lirdomar. Men varfér lir sig bistdndsorganisationer inte mer av sina
egna erfarenheter? Eller mer specifikt, varfor lir de sig inte mer av sina
egna utvirderingar? Det hir ir frigor som allminheten, politiker och
personer verksamma inom bistdndsorganisationer och utvirderingar
har stillt sig under mer dn 30 &r. Lirdomar ir dock endast ett av de tv
allmint vedertagna syftena med bistdndsutvirderingar. Det andra
viktiga syftet dr ansvarsutkrivande. I den hir studien underséker vi
varfor det ofta dr svart att forena dessa tvd syften 1 praktiken.

Vir huvudsakliga slutsats  dr att  de dubbla syftena -
ansvarsutkrivande och lirande — i praktiken medfor svira avvigningar.
Vir slutsats dr baserad p en empirisk analys av nuvarande och tidigare
metoder for bistdndsutvirdering i Sverige och Norge. I analysen
studerar vi utvirderingar p& tre nivder som vi menar ir nira
sammankopplade: utvirderingsrapporterna, de praktiska
utvirderingarna och utvirderingssystemen mer allmint, inklusive de
bredare  politiska  och  foérvaltningsmissiga ~ ramarna  for
utvecklingsbistdnd. Vart empiriska material bestdr av djupintervjuer
med seniora utvirderingschefer, en kartliggning av historiska
dokument (utvirderingshandbécker, nyhetsbrev, rapporter osv.) och
ett mindre urval utvirderingsrapporter. Dessutom gor vi en dversyn av
befintlig litteratur om bistdnd (frdn akademisk forskning till
publikationer baserade pd praktiska erfarenheter) som sirskilt tar upp
ansvarsutkrivande och lirande som dubbla utvirderingssyften. Denna
sammanfattning innehller inte detaljerad information om killor och
referenser, men sidan information finns tillginglig 1 motsvarande
avsnitt 1 den fullstindiga rapporten.

Aven om det hir ir en studie o bistindsutvirderingar si ir det
inte en metautvirdering av befintliga rapporter. Det ir en mycket
viktig distinktion. Vi tillimpar inte redan vedertagna kriterier for
bistdndsutvirdering, 1 stillet ir dessa kriterier en del av det i
undersoker. Var metod dr expansiv och vi utforskar den mingd texter,
metoder,  historia  och  sammanhang som  finns  inom
bistdndsutvirdering. Var tvirvetenskapliga grupp bestdr av forfattare
med bakgrunder inom akademiska omrdden som retorik, historia,
politisk ekonomi samt teknik- och vetenskapsstudier (STS) och vir
utgdngspunkt ir att bistdndsutvirdering ir en egen och fascinerande
form av kunskapsproduktion. Samtidigt ir det en egen retorisk genre,



ett standardiserat praktiskt foérfarande, ett viletablerat expertomride
och ett myndighetsverktyg. Genom att kombinera dessa olika
aspekter, och 1 vir frigestillning utgd frin de tvd syftenas eventuella
inneboende motsigelser, undersoker vi bistdndsutvirdering utifrin alla
dess praktiska dilemman, problem och oklarheter.

Det gor att det hir inte ir en vanlig bistindsutvirderingsrapport.
Virt mil dr i stillet att skapa nigot som kan fungera som en
utgingspunkt for vidare diskussioner. Vi gor inte ansprdk pd att ha
nitt fram till den enda ritta slutsatsen, och vi forvintar oss inte
medhdll frn alla lisare. Erfarenhetsbanken inom bistind ir
omfattande och vi har endast anvint oss av en mindre del. Det finns
med nddvindighet minga andra exempel som bdde bekriftar och
motsiger var slutsats. Trots det vill vi att vir analys ska vara belysande
och tankevickande och att den kan fungera som en bra utgingspunkt
for vidare diskussioner och undersékningar. Aven om den samlade
gruppen sakkunniga inom  bistdndsutvirdering huvudsakligen
vidmakthiller (i publikationer och offentliga uttalanden) att det gir att
uppnd bdda syftena pekar vir empiriska undersékning av texter och
metoder for bistdndsutvirdering, samt genomférda intervjuer med
viktiga informanter, pd att det tydligt finns problem, konflikter,
avvigningar och motsigelser. Av litteraturéversynen framgir
dessutom att det pdgdr en allt livligare debatt om de dubbla syftena. Vi
hoppas att detta kan fi personer verksamma inom utvirderingar och
bistdnd, samt beslutsfattare och allminheten, att uppmirksamma och
oppet debattera och diskutera de inneboende utmaningar som vi har
identifierat.

Huvudresultat

Vir integrerade analys av utvirderingstexter, utvirderingsprocesser
och utvirderingssystem visar att det kan vara svirt att forena
ansvarsutkrivande och lirande, och att det ibland uppstdr direkta
motsigelser. Nedan presenterar vi vdra viktigaste slutsatser pa
respektive nivd. Vir analys har vigletts av frdgorna: Vem utarbetar och
vem liser utvirderingsrapporterna? Hur tas de fram, och hur
distribueras och anvinds de? Vem lir sig av utvirderingarna, och pd
vilket sitt? Hur hanteras de olika aspekterna av ansvar och lirande i
rapporter och system, samt av personal? Och hur har detta skiljt sig
over tid och mellan Sverige och Norge?



Utvirderingstexten

En retorisk analys av ett urval utvirderingsrapporter visar att dven om
det tydligt framgdr att de kan bidra till ansvarstagande s bidrar de 1
mycket mindre utstrickning till lirande. Den hir genomgdende
slutsatsen kan dras 6ver tid och i bida linderna. Aven om rapporterna
vid en foérsta anblick kan framstd som annorlunda jimfért med 40 &r
sedan har ganska lite férindrats vad giller struktur och innehill. Det
finns flera olika genrer av utvirderingsrapporter. Huvudrapporten ir i
allminhet en vil etablerad genre dir tre klassiska retoriska element
kombineras: forst faststills vad som hinde, direfter vem som ska
berommas eller skuldbeliggas och sist f6ljer f6rslag pé dtgirder.

Virt urval bestdr av 20 utvirderingsrapporter, och det férsta och
andra retoriska elementet (faststilla vad som hinde och férdela berém
eller skuld) ingdr till stor del 1 beskrivningen och analysen. Dirigenom
upptylls utvirderingens ansvarssyfte. Det tredje elementet (férslag pd
dtgirder) ticks genom de obligatoriska delarna “rekommendationer”
och ”erfarenheter”. Ofta ir dock dessa avsnitt endast 16st baserade pa
den foregiende analysen. I de flesta av de studerade rapporterna
bortser rekommendationerna frin viktiga faktorer i sammanhanget,
trots att sammanhangets betydelse uttryckligen betonats i tidigare
avsnitt 1 samma rapport. Detta vidgar avstindet mellan beskrivningen
och rekommendationerna och férsvirar avsevirt mojligheterna att dra
lirdomar frin utvirderingar. Aven om det kan tyda p4 att rapporterna
helt enkelt hiller en 18g kvalitet dr vir slutsats ind4 att foérbittrad
kvalitet inte dr losningen. Det dr dven nddvindigt att undersoka i
vilken omfattning som kvaliteten ir avhingig processer och strukturer
som  ligger  utanfér  sjilva  rapporten,  sirskilt  hur
uppdragsbeskrivningen formuleras av rapportbestillare och vilka
resurser som ir tillgingliga f6r bistdndsutvirderingen.

Utvirderingsprocessen

Bade Sida och Norad har vil etablerade formella rutiner fér att planera
en utvirdering, forbereda uppdragsbeskrivningen, inritta en
utvirderingsgrupp, genomfdra utvirderingen och félja upp den
publicerade rapporten. Redan 1 utvirderingens inledande skede
faststills om den frimst ska vara inriktad p& ansvarsutkrivande eller
lirande. Respektive syfte medfor olika frigestillningar och metoder.
Formella rutiner kompletteras dessutom med informella metoder. For
att sikerstilla samarbete, intresse, fortroende och, slutligen, lirdomar
och anvindning ir det mycket viktigt att skapa och bevara ett internt



engagemang for utvirderingen. Detta miste dock hela tiden vigas mot
ansvarsprinciperna om Kkritisk distans och oberoende 1 friga om
ansvarsutkrivande eftersom ett foér stort internt engagemang kan
inverka pd det externa foértroendet f6r utvirderingen.

Flera svira dilemman kan uppstd: Ska utvirderingsgruppen
genomféra en revision, eller ska de underlitta processen? Ska de
utarbeta rapporten i huvudsak fér extern styrning eller intern
forindring? Ska gruppen prioritera internt eller externt fértroende?
Transparenta processer och metodologisk stringens kan till viss del
underlitta balansen mellan dessa skiljda frigestillningar men det gér
inte helt att undvika kompromisser. Méjligheten for lirande pdverkas
direkt av den roll som externa konsulter ges och sjilvmant tar. Om
tonvikten liggs 1 deras roll som kritiker kan det skapa en opedagogisk
arbetssituation med defensiva minniskor, vilket 1 sin tur kan leda till
att mojligheterna att dra lirdomar foérloras. Dessutom uppfattas deras
rekommendationer ofta som olimpliga. De kan ses som alltfor
detaljerade eller generella, eller alltfor ambitiosa. Det mest
grundliggande problemet med externa konsulter ir att de som lir sig
mest av processen inte har nigot ansvar fér att tillimpa lirdomarna.
Det ir i sin tur knutet till den enkla frigan om vem som wutarbetar
utvirderingsrapporterna. Genom att det praktiska analys- och
skrivarbetet 1 huvudsak goérs utanfér bistdndsorganen uppritthills
utvirderingarnas ansvarssyfte, men det innebir dven att viktiga
kunskaper gir forlorade i bistdndsorganisationerna.

P4 motsvarande sitt dr det viktigt att stilla sig frdgan om vem som
ldser utvdrderingsrapporterna. For de som genomfor utvirderingen ir
det en stor utmaning att fora tillbaka lirdomar genom rapporten och
relaterade  samordnings- och ~ kommunikationsitgirder  till
organisationen. De upplever att {8 har td att lisa
utvirderingsrapporter och ta till sig innehdllet. V&r analys stiller
grundliggande frigor: Varfor dr det sd viktigt att ta fram rapporter
som s f8 kommer att lisa? Varfér ir det viktigare att anlita externa
konsulter dn att underlitta interna lirandeprocesser? Svaren pd dessa
frigor  hinfér sig dll det bredare sammanhang dir
bistindsutvirderingarna genomférs.

Utvirderingssystemet

Bistdndsutvirderingar ingdr alltid 1 ett storre sammanhang. En av de
intervjuade beskrev triffande sammanhanget som fyllt av “krafter med
olika 6nskemadl och intressen”. Under de senaste 40 &ren har Sverige



och Norge vid upprepade tillfillen omorganiserat verksamheten for
bistindsutvirderingar och man har valt olika sitt att balansera frigorna
om integrering/distans, medverkan/styrning och ansvarsutkrivande/
lirande. Precis som i fallet med wutvirderingsrapporter och
utvirderingsférfaranden finns ingen perfekt 18sning. I stillet krivs
pragmatiska val mellan viktiga frigor som rent konkret innebir svira
avvigningar. Eftersom utvirderingsrapporter ger utomstdende en
inblick 1 vad som p3gdr i bistdndsvirlden finns ett uppenbart
demokrativirde och rapporterna ir nodvindiga for att uppritthdlla
allminhetens fortroende for bistdndet. Men nir ansvarsutkrivande
definieras alltfér snivt och enbart innebir rapportering av
dokumenterade resultat kan det ske pd bekostnad av lirandet.

Vid en jimforelse av Sveriges och Norges utvirderingssystem
framtrider tv8 huvudsakliga sirdrag: Det forsta ir att det svenska
utvirderingssystemet till stor del dr decentraliserat, vilket medfér att
programbaserade utvirderingar iven ses som en central del i
utvirderingssystemet. Den centrala enheten har genomfért strategiska
utvirderingar och  tillhandahdllit  st6d vid  decentraliserade
utvirderingar. I Norge finns diremot en tydlig uppdelning mellan
centralt framtagna utvirderingar och decentraliserade utvirderingar,
som fram tll helt nyligen kallades fér programéversyner (heter
fortfarande sd pd norska). For det andra finns det mirkbara skillnader 1
hur de tv3 linderna har valt att organisera arbetet med frigor som ror
integrering och oberoende. Historiskt sett har den norska
utvirderingsenheten flyttats frin Norad till utrikesministeriet och 4ter
till Norad. Under processens ging har enheten gitt frin en
halvautonom till en integrerad modell och sedan tillbaka igen. Sidas
centrala utvirderingsenhet har ocksi genomgitt tydliga férindringar —
frdn att forst ha varit en egen enhet inom organisationen till att
utvecklas till en stark halvautonom enhet for att direfter 3ter
integreras 1 organisationen. En annat centralt inslag 1 den svenska
modellen, som fungerar som ett komplement till Sidas egen
utvirderingsverksamhet, dr att riksdagen och UD vid upprepade
tillfillen inrittat externa organ (SASDA, EGDI, SADEV och EBA)
som ocks3 haft i uppgift att utvirdera bistindet.

Valet av utvirderingssystem inverkar tydligt pid hur och i vilka
sammanhang utvirderingar kan anvindas som ett bidrag till antingen
lirande eller ansvar, eller till bida delar. De visar siledes pd olika sitt
att hantera de centrala frigorna om vilkas ansvar” och ”vilkas lirande”
det handlar om: Bér ansvarskedjan 1 hemgdende riktning” viga tyngre



in ansvaret gentemot bistdndsmottagarna, bistindsférmedlarna och de
slutliga ~ formdnstagarna?  Kan  lirande  erkinnas  omfatta
projektrelaterat lirande baserat pd inkluderande utvirderingsprocesser,
eller ricker inte det ur ett givarperspektiv? Det sitt pd vilket
givarlinder viljer att hantera dessa viktiga frigor pdverkar i sin tur
utvirderingarnas roll.

Vem drar lirdom av utvirderingarna?

Eftersom det frimst dr externa aktérer som utarbetar
utvirderingsrapporter och det ir {3 som liser dessa ir frigan vem det
dr som drar lirdom av wtvirderingsrapporterna, eller generellt sett, av
utvirderingarna? Vir analys visar att lirandet mycket vil kan ske pd
programniv, 1 synnerhet bland externa konsulter, utvirderingsledare
och handliggare som deltar 1 specifika utvirderingar. Detta betonades
av alla vira informanter, oavsett om de arbetade med decentraliserade
eller centraliserade utvirderingar. Det man kan kalla ”sidoinlirning”,
bland aktérer som ir involverade 1 specifika utvirderingar, rapporteras
siledes vara vanligt férekommande. Men dven inom dessa praktiska
utvirderingar stotte vi flera gdnger pd exempel pd hur lirandet kan
begrinsas av det laddade férhillandet mellan ansvar och lirande.

Begreppet ”sidoinlirning” berdr frimst dem som arbetar fér
givarorganen, antingen som anstillda inom utvirderings-, program-
eller  styrningsverksamheten eller som externa  konsulter.
Partnerorgan, bistindsférmedlare och slutliga stédmottagare utgor
ytterligare en rad relevanta grupper som befinner sig nira givarna.
Frigan ir om utvirderingen ska handla om dem, goras tillsammans
med dem eller till och med av dem? Enligt vissa informanter involveras
formedlare och mottagare i sjilva verket 1 bista fall i egenskap av
berérda  aktérer, men  sillan  som  aktiva  partner i
utvirderingsprocessen. Andra informanter delade inte denna
uppfattning och pekade pid att man, utéver Sidas och Norads
utvirderingssystem, iven mdste se till samarbetsorganisationernas
egna utvirderingssystem, som inte utformats for att mojliggdra
lirande bland givarna utan bland mottagarna. I sammanhanget avses
dirmed samarbetspartner och utforare.

De slutliga férménstagarna spelar siledes endast en begrinsad roll 1
givarnas egna utvirderingssystem. Eller som en informant uttryckte
det: ”Vi utvirderar fér vir egen rikning”. Andj finns det betydande
skillnader mellan lirande som sker pa plats och hemmavid. Det ir svirt
att dra allminna slutsatser av och sammanstilla resultaten frin



utvirderingarna och skapa ett brett lirande pd organisatorisk nivé,
vilket en av vira informanter kallade ”big learning”. Aven om de
centrala utvirderingsenheterna har férsokt att mojliggéra detta pd
olika sitt under flera &rtionden — med hjilp av &rliga rapporter,
nyhetsbrev, sammanfattande rapporter, offentliga databaser och
uppfoljningsplaner — s& ir det fortfarande svdrt att dstadkomma s.k.
”big learning”.

Ett grundliggande problem ir slutligen att det pd samtliga nivder 1
bistindssystemet finns en Overdriven férvintan pd vad som kan
uppnds med hjilp av bistdndsutvirderingar. Minga férvintar sig att
den expansiva 6kningen av utvirderingsrapporter och annan tillginglig
dokumentation och information automatiskt ska leda tll 6kad
kunskap och lirande. Denna linjira modell fér lirande
overensstimmer dock inte med de praktiska erfarenheterna pd
omridet. Den nuvarande situationen med “big aid data” pd
bistdndsomridet utgor inget botemedel f6r den utbredda upplevelsen
att vi vet och lir oss for lite. Problemet forvirras av forstirkta krav pd
dppenhet och insyn, ansvar, revision och tillsyn, som samtidigt som de
ydnar viktiga demokratiska syften idag anvinds p& sitt som inte
nodvindigtvis fungerar vil i férhdllande till lirandemalet. Man lir sig
inte minst av att begd misstag och man méiste rikna med att
bistdndsverksamheten inbegriper ett flertal misstag. En realistisk
ansats skulle siledes vara att ha en hog tolerans for fel. I verkligheten
ir forvintningarna pd bistdndet mycket tuffare in sd. Om man inte nir
mélen inom ramen fér en bistdndsinsats, om finansieringen blir
foremdl for korruption och om effekterna inte blir de avsedda ir
medierna — och 1 vissa fall politikerna — snabba att skapa en skandal
medan bistdndsorganet tvingas forsvara sig offentligt. Detta kan skapa
férdjupad misstro bdde externt (mot bistindsorganet) och internt
(mot det bistdndsutvirderande organet).

Avslutningsvis visar det vi har beskrivit ovan pd en stindig
avvigning pd olika nivier mellan ansvarsutkrivande och lirande vid
bistdndsutvirderingar. I praktiken resulterar detta huvudsakligen 1 att
det forstnimnda prioriteras pd bekostnad av det sistnimnda. Enkelt
uttryckt s konkurrerar ansvarsutkrivande ut lirandet.

Huvudrekommendationer

1. Vi méste tala 6ppet om avvigningen mellan ansvarsutkrivande och
lirande.



2. Vi miste anpassa vira forvintningar bide nir det giller
bistdndsinsatser och bistdndsutvirderingar.

Med ”*vi” avses hir alla som medverkar i eller diskuterar
bistdndsutvirderingar, frin utvirderingschefer, personer som arbetar
med bistdnd och beslutsfattare till forskare och den breda allminheten.
For att folja dessa rekommendationer menar vi att bide de som arbetar
med bistdnd och andra som diskuterar bistdnd behéver inse att ett
antal stillningstaganden miste goras, oavsett deras stindpunkt 1 den
friga som diskuteras i den hir rapporten. Féljande forteckning ir inte
uttdmmande men dterger de viktigaste stillnigstaganden som ofta gors
idag, utan att direkt diskutera deras foljder.

Stillningstagande 1: Bebévs det en  utvirderingsrapport i
utvdrderingen, och i sidana fall vilken slags rapport? Eftersom alltfér
minga utvirderingsrapporter knappt lises bor man alltid besvara
frigan om huruvida en rapport behovs, samt om sd ir fallet, vilket
syfte den bor fylla och hur den boér utarbetas. Detta inbegriper att
faststilla avsedda lisare och anvindare, vilket i sin tur bér ligga till
grund for wvalet av rapportskrivare. Om syftet ror extern
ansvarsutkrivande kan det ricka med en kortfattad rapport som
beskriver existerande verksamhet och resultat. Om syftet ror internt
lirande kan en offentliggjord och allmint tillginglig rapport ha
kontraproduktiv effekt.

Stillningstagande 2: Skulle urvirderingen gagnas av att genomféras av
en grupp externa utvirderare? Anvindningen av externa konsulter bor
vigas mot deras kostnad och mervirdet uttryckligen motiveras. Det
finns en direkt koppling mellan konsultens roll och syftet med
utvirderingen. Om syftet dr ansvarsrelaterat kan en begrinsad revision
vara bist. Om syftet ir lirande kan utvirderarna snarare underlitta
processen genom att bl.a. erbjuda ett neutralt och externt perspektiv.
Interna deltagare och externa aktérer miste aktivt inkluderas under
hela processens ging, dtminstone genom en sjilvutvirdering som ges
lika stor tyngd som den externa utvirderingen.

Stillningstagande ~ 3:  Bor  urvirderingsrapporten  innebdlla
rekommendationer? Rekommendationer tas vanligtvis fram gemensamt
av utvirderarna som en del av utvirderingsuppdraget. Utarbetandet av
rekommendationer  utgdér  oftast den  svagaste linken i
utvirderingsprocessen, trots att den ocksd ir den viktigaste. Det ir i
det skedet som den kartliggning och de analyser som tagits fram
under utvirderingsprocessens ging kan omsittas i eventuella 3tgirder.
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Det ir inte sdkert att det dr utvirderarna som ir bist limpade att
utarbeta rekommendationerna. Andra modeller kan vara mer
anvindbara: Utvirderarna kan istillet foresld en rad scenarier som
berérd programpersonal och beslutsfattare kan vilja bland efter att ha
satt sig in 1 de potentiella avvigningarna. Rekommendationer kan
utarbetas av dessa parter, eventuellt med stdd av utvirderingsgruppen.
Eller sd kan utvirderingens avsedda anvindare di de erhillit rapporten
fa 1 uppgift att utarbeta rekommendationer som de sedan ansvarar for.

De tre ovannimnda stillningstagandena ir praktiska uttryck for
vdra  Overgripande  rekommendationer och  giller  frimst
utvirderingsrapporter och frigor 1 utvirderingssammanhang.
Samtidigt har vdra rekommendationer dven koppling till mer
grundliggande frigor om utvecklingsbistindets berittigande verlag
och férvintningarna bland externa aktérer — Dbeslutsfattare,
kommentatorer och allminheten — kring vad bistindsutvirderingar
bor innehdlla och anvindas till. Denna mer grundliggande friga
behandlas i den sista urvalsfrigan.

Stéillningstagande 4: Bor system for ansvarsutkrivande prioriteras sd
hogt som de gor idag bland givare, dven om det sker pd bekostnad av det
interna ldrander? Det finns ett uppenbart demokratiskt behov av
system for overvakning och utvirdering av bistind eftersom de
frimjar ansvar samt Oppenhet och insyn for skattebetalarna. Dock
finns det i teorin inte nigon grins fér hur omfattande sddana
ansvarssystem kan bli, och de har blivit allt mer krivande over tid.
Bide inom och utanfér bistdndsvirlden behovs dirfor en debatt om
valet mellan att wutéka anvindningen av ansvarsfokuserade
utvirderingssystem och att gora det méjligt att ligga stérre tonvikt pd
lirandet. De som efterlyser mer omfattande tillsynssystem samt
starkare framgingsbevis bor siledes vara medvetna om den faktiska
kostnaden foér det de begir 1 form av okade budgetutgifter,
administrativt arbete, organisatorisk stress och minskad potential for
lirande.
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Summary

Learning is a key purpose of aid evaluation. So why do aid
organisations not learn more from their own experiences? More
specifically, why do they not learn more from their own evaluations?
For more than 30 years these questions have been asked by the public,
by politicians, by aid staff, and by evaluation professionals. Yet
learning is but one part of the well-established “dual purpose” of aid
evaluation: The other key purpose is accountability. In this study, we
investigate how these two purposes are often difficult to reconcile in
practice.

Our main conclusion is that the dual purpose of accountability and
learning in practice causes difficult trade-offs. We base this conclusion
on an empirical analysis of the current and historical practices of aid
evaluation in Sweden and Norway. In our analysis, we study
evaluation on three levels that, we emphasise, are tightly
interconnected: the evaluation reports themselves, the practical
evaluation processes, and the wider evaluation systems, including the
political and administrative context of development aid at large. Our
empirical material consists of in-depth interviews with senior
evaluation managers, a mapping of historical documents (evaluation
manuals, newsletters, reports etc), and a small sample of evaluation
reports. In addition, we review the existing literature (from academic
research to practice-based publications) specifically that which
addresses the dual purpose of accountability and learning in aid
evaluation. The numerous sources and references are not detailed in
this executive summary, but readers will find them in corresponding
sections of the full report.

While this is a study of aid evaluation, it is not a meta-evaluation of
existing reports. This distinction is critical: We do not apply the
already standard, accepted criteria of aid assessment; rather, these
criteria are in themselves part of what we study. We take an expansive
approach and explore the multitude of texts, methods, histories, and
contexts of aid evaluation. Being an interdisciplinary team with
backgrounds from the academic traditions of rhetoric, history,
political economy, and science and technology studies (STS), we
approach aid evaluation as a particular — and particularly fascinating —
form of knowledge production: It is at the same time a specific
rhetorical genre, a standardised practical procedure, a well-established
field of expertise, and a tool of government. By seeing these aspects in
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combination, while having the potential inherent contradictions of the
dual purpose as our organising research problem, we explore the
everyday life of aid evaluation with all its practical dilemmas, concerns,
and uncertainties.

As such, this is not a typical aid evaluation report. Rather, we have
intended it to be a conversation starter. We do not claim to have
reached the one and only true conclusion, and we do not expect all
readers to agree with us. The sheer multitude of aid experiences, of
which we have captured just a few, necessarily entails that there are
numerous other examples confirming and contradicting our
conclusion. Yet we do hope our analysis is illuminating and thought-
provoking and that it may serve as a useful starting point for further
discussions and investigations. While the professional aid evaluation
community largely maintains (in their publications and public
statements) that the dual purpose is possible to achieve, our empirical
investigations into the actual texts and practices of aid evaluation,
including interviews with key informants, demonstrate that dilemmas,
tensions, trade-offs, and contradictions clearly do arise. Furthermore,
the literature review shows that the dual purpose is in itself a topic of
increasingly lively debate. This should, or so we hope, prompt
evaluation staff, aid staff, policy makers, and the wider public to
acknowledge and openly take up the debate and discuss the in-built
challenges that we have identified.

Main findings

Our integrated analysis of evaluation texts, evaluation processes, and
evaluation systems shows how tensions, and sometimes direct
contradictions, between accountability and learning arise. In the
following, we present our main findings from each level. Key
questions guiding our analysis have been: Who writes and reads
evaluation reports? How are they produced, circulated, and used?
Who learns from evaluations, and how? How do reports, staff, and
systems negotiate between the diverging concerns of accountability
and learning? And how has this varied over time and between Sweden
and Norway?

The evaluation text

Our rhetorical analysis of a sample of evaluation reports shows that
while they may clearly contribute to accountability, they to a much
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lesser extent contribute to learning. This finding is consistent over
time and between the two countries. Although the reports at first
sight look different than they did 40 years ago, they have changed
rather little in terms of structure and content. While there exist several
sub-genres of evaluation reports, the main report genre is generally
well-established and combines the three classic rhetorical elements: to
establish what happened, to allocate praise or blame, and to propose
what to do.

In our sample of 20 evaluation reports, the first and second
rhetorical elements (establish what happened and allocate praise or
blame) are largely covered through description and analysis. This
contributes to fulfil the accountability purpose of evaluation. The
third element (propose what to do) is covered through the mandatory
sections of “recommendations” and “lessons learned”. Yet these
sections are most often only loosely based on the preceding analysis.
In most of the reports we studied, the recommendations disregard
critical contextual factors even when the importance of context is
explicitly noted in earlier sections of the same report. This further
deepens the disconnection between description and recommendations,
which greatly impedes the potential learning from evaluations. While
this could mean that the reports are simply of low quality, we
conclude that improving the quality is an insufficient solution; it is
also necessary to consider how the quality is contingent on processes
and structures outside the report itself, notably by how the Terms of
Reference (ToR) are formulated by those commissioning the
evaluation report and by the resources made available for aid
evaluation.

The evaluation process

Both Sida and Norad have well-established formalised routines for
how to plan an evaluation, prepare the Terms of Reference (ToR),
procure an evaluation team, lead the evaluation process, and follow up
the published report. Already at the starting point in the evaluation
process, key premises are established for whether an evaluation will
contribute primarily to accountability or learning. The two purposes
involve asking different sets of questions and applying diverging
methods. Furthermore, the formal routines are complemented by
informal practices. Building and sustaining internal engagement for
the evaluation is critical to ensure cooperation, interest, trust, and,
ultimately, learning and use. But this must constantly be balanced
against the accountability principles of critical distance and
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independence, as too much internal involvement may reduce the
external trust in the evaluation process.

This situation poses important dilemmas: Should the evaluation
team function as auditors or process facilitators? Should they write
their report mainly for external control or internal change? Should
they prioritise internal or external trust? Transparent processes and
methodological rigour may enable some reconciliation between these
diverging concerns, but they cannot completely avoid the trade-offs.
The role assigned to and taken by the external consultants directly
affects the learning potential. If they take on an exaggerated role as
critics, they may end up conducting their work in an unpedagogical
manner that makes people defensive, which in turn means that
learning  opportunities may be lost. Furthermore, their
recommendations are often perceived to be inappropriate; they could
be too specific, or too general, or too ambitious. Yet the most
fundamental problem with using external consultants is that those
who learn the most in the process have no responsibility for applying
the lessons. This relates to the simple question of who writes
evaluation reports. The fact that the practical work of analysis and
writing is mainly done outside the aid agencies themselves clearly
serves the accountability purpose of evaluation, yet it also means that
important learning disappears from the aid agencies.

Correspondingly, asking who reads evaluation reports is
illuminating. Feeding lessons learned back into the organisation by
means of the evaluation reports and related efforts at synthesis and
communication remains a considerable challenge for the evaluation
staff. Their main experience is that few have the time to read
evaluation reports and absorb their content. Our analysis prompts
fundamental questions: Why is it so important to keep producing
reports that few will read? Why is the procurement of external
consultants more important than enabling internal learning processes?
Answers to these questions relate to the wider context in which aid
evaluations take place.

The evaluation system

Aid evaluation is always but one part of a larger context, what one of
our informants aptly called “a power field of diverging concerns and
interests”. Sweden and Norway have repeatedly re-organised their aid
evaluation activities during the past 40 years, choosing different ways
of  balancing  the  concerns  for  integration/distance,
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involvement/control, and accountability/learning. Again, as in the case
of evaluation reports and evaluation processes, there exists no perfect
solution; rather, the balancing act involves making pragmatic choices
between important concerns that in effect involve difficult trade-offs.
Given that evaluation reports make visible to outsiders what happens
inside the world of aid, they are of obvious democratic value and a
necessary means for maintaining public trust in aid. But when
accountability is too narrowly defined to mean merely the reporting of
documented results, it may clearly come at the cost of learning.

Two main comparative features of the Swedish and Norwegian
evaluation systems stand out: Firstly, in Sweden, the evaluation
system is largely decentralised, which means that programme-based
evaluations are also considered a key part of the evaluation system.
The central unit has produced strategic evaluations and assisted in
decentralised evaluations. In contrast, in Norway, there is a clear
separation between the centrally produced evaluations and
decentralised evaluations, which until recently was termed programme
reviews (and still is in Norwegian). Second, there are notable in
differences in how the two countries have chosen to institutionalise
the two concerns of integration and autonomy. The Norwegian
evaluation unit historically has moved from Norad into the Ministry
of Foreign Affairs and back to Norad, and in the process shifted from
semi-autonomy to an integrated model and back to semi-autonomy.
Sida’s central evaluation unit has also experienced clear shifts — from
being first its own unit within the wider organisation, then expanded
into a strong semi-autonomous unit before again being integrated into
the wider organisation. Yet a key feature of the Swedish model that
complements Sida’s own evalaution work has been the repeated
establishments by Parliament and the MFA of external agencies
(SASDA, EGDI, SADEV, and EBA) that were also tasked with aid

evaluation.

The choice of evaluation system clearly has implications for how
and where evaluation may contribute to either learning, accountability,
or both. As such, they are manifestations of different ways of
answering the key questions of “accountability for whom” and
“learning for whom”: Should the accountability chain “homewards” be
given more weight than the accountability towards aid recipients, aid
intermediaries, and end beneficiaries? May learning be acknowledged
to mean project-level learning based on inclusive evaluation processes,
or is this insufficient from a donor perspective? How donor countries
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choose to handle these important questions in turn directly affects
what role evaluation may play.

Who learns from evaluations?

Given that mainly external actors write evaluation reports and few
people read them, who learns from evaluation reports, or more broadly,
from evaluation processes? Our analysis shows that learning may well
happen at the programme level, notably for the external consultants,
evaluation managers, and programme officers partaking in specific
evaluation processes. All our informants emphasised this point,
whether they were concerned with decentralised or centralised
evaluations. What we may term “sideways learning”, for actors
involved in specific evaluation processes, is thus reported to be
common. Yet also in these practical evaluation processes we repeatedly
encountered examples of how learning might be limited by the tension
between accountability and learning.

The notion of “sideways learning” mainly involves those working
for the donor agencies, whether as evaluation staff, programme staff,
policy staff, or external consultants. The role of partner organisations,
aid mediaries, and end beneficiaries is yet another set of relevant
groups one step removed from the donors. Is evaluation supposed to
be about them, with them, or even by them? In effect, according to
some informants, recipients and beneficiaries were at best included as
stakeholders, but rarerly made active partners in the evaluation process
itself. Other informants disagreed with this understanding and
pointed beyond the evaluation systems of Sida and Norad, noting that
one also needed to take into account the partner organisations” own
evaluation systems, which were designed to enable learning not for the
donors, but for the recipients, here meaning the partners and
implementers themselves.

The end beneficiaries of aid thus hold only a limited role in the
donors’ own evaluation systems. As one of our informants stated:
“We evaluate for ourselves.” Yet the difference between learning on-
site and learning at home is considerable: It is most challenging to
generalise and synthesise findings from evaluations and achieve
learning on a larger organisational scale, what one of our informants
called “big learning”. While the central evaluation units have sought to
enable this in multiple ways during several decades — through the
means of annual reports, newsletters, synthesis reports, public
databases, and follow-up plans — “big learning” remains elusive.
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Finally, a fundamental problem is that the aid system on all levels
displays exaggerated expectations of what aid evaluation may
accomplish. The expansive growth of evaluation reports and other
available documentation and information makes many assume that
increased knowledge and learning will automatically follow. Yet this
linear learning model does not match the practical experiences in the
field: The current situation of “big aid data” does not remedy the
widespread experience that we know too little and learn too little. This
problem is only deepened by intensified calls for transparency,
accountability, audit, and control, which, while serving critical
democratic functions, are currently operationalised in ways that do
not necessarily harmonize well with the ambition to learn. One learns
not least by making mistakes, and one must expect aid work to involve
making many mistakes. A realistic approach would thus entail high
tolerance for error. In reality, the expectations to aid are much stricter
than this. If an aid effort fails to achieve its goals, if funds fall to
corruption, or if the impacts are not what one had planned, the media,
and - in some cases — politicians are quick to make a scandal of it,
while the aid administration is forced to defend itself in public. This
may deepen distrust both externally (to the institution of aid) and
internally (to the institution of aid evaluation).

To conclude, what we have described above are all expressions, on
different levels, of a persistent trade-off between accountability and
learning in aid evaluation. In practice, the main result of this is a
prioritisation of the former at the expense of the latter. To put it
simply: Learning is crowded out by accountability.

Key recommendations

1. We must talk openly about the trade-offs between accountability
and learning.

2. We must adjust our expectations to both aid interventions and aid
evaluations.

The term “we” here points to everyone involved in doing and
discussing aid evalution: from evaluation managers, aid practioners
and policy-makers to researchers and the wider public. Following
these recommendations would, we suggest, require that both those
involved in aid and those discussing it on the outside must
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acknowledge that regardless of their own position on the topic
discussed in this report, a set of choices will have to be made. The
following list is not exhaustive, but it captures the most important
choices that are now often made without explicit discussion of their
implications.

Choice 1: Does the evaluation process need an evaluation report, and
if so, what kind? Too many evaluation reports are hardly read. One
should therefore always answer the question of whether a report is
needed, and if it is, what purpose it should fulfil and how it thus
should be produced. This includes determining its intended readers
and users, which in turn should inform who the writers should be. If
the purpose is external accountability, then a consise report mapping
existing activities and outcomes may be sufficient. If the purpose is
internal learning, then a published, publicly available report may be
counter-productive.

Choice 2: Does the evaluation process benefit from an external
evaluation team? The use of external consultants should be weighed
against their cost, and their added value should be explicitly justified.
The role of consultants is directly related to the purpose of the
evaluation. If the purpose is accountability, then a limited audit
mission might be most beneficial. If the purpose is learning, then the
team may rather function as facilitators of the evaluation process,
providing a neutral outsider perspective. Internal participants and
external stakeholders must be actively included throughout the
process, at the minimum through a self-evaluation that is granted
equal weight as the external evaluation.

Choice 3: Should the evaluation report include recommendations?
Recommendations are commonly produced by the evaluation team as
part of the evaluation assignment. The articulation of
recommendations is often the weakest point of the evaluation process,
yet it is also the most important one. This is where the mapping and
analyses produced through the evaluation process may be translated
into potential action. It is not a given that the evaluation team are best
equipped to articulate recommendations. Other models may be more
useful: The team could instead suggest a set of scenarios from which
the involved programme staff and policy makers may choose, after
being well-informed of the potential trade-offs thus involved.
Recommendations may be articulated by them, possibly in a process
facilitated by the evaluation team. Or the intended users of an
evaluation may have the responsibility, upon receiving the report, to
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articulate recommendations to which they in turn will be held
accountable.

The three choices above are practical manifestations of our overall
recommendations, and they pertain mainly to evaluation processes and
concerns within the evaluation community. At the same time, our
recommendations also connect to more fundamental questions about
the legitimacy of development aid at large, and the expectations of
external actors — policy-makers, commentators, the public — of what
aid evaluation should be and what it should achieve. Our final choice
addresses this more fundamental issue.

Choice 4. Should accountability systems be given the current high
priority by donors, even when they come at the expense of internal
learning? There is an obvious, democratic need for systems of
monitoring and evaluation of aid, because they promote accountability
and transparency to taxpayers. There is, however, in theory no limit to
how comprehensive such accountability systems can be; and they have
become steadily more demanding over time. There should thus be a
debate, both within and outside the aid community, about the choice
between enhancing the accountability-focused evaluation systems and
allowing a greater emphasis on learning. Those calling for more
comprehensive systems of control and stronger evidence of success
should thus acknowledge the actual cost of their demands in terms of
increased budgetary expenses, administrative work, and organisational
stress, and reduced learning potential.
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Introduction

“When will we ever learn?” This was the title of a report prepared one
decade ago, in 2006, by the so-called Evaluation Gap Working Group
which had been convened by the Centre for Global Development in
Washington, DC. The report claimed that there was a lack of evidence
about the effects of aid programmes, and that “[t]his absence of
evidence is an urgent problem: it not only wastes money but denies
poor people crucial support to improve their lives.”! Across the
international field of development aid, such questions continue to be
raised, both by the public, policy makers, and researchers. But they are
also raised internally, by aid staff and evaluation experts within the
institutions of development aid. Indeed, the concern for results,
effects, evidence, and learning in aid is constantly been discussed
internally, and has been so for more than 40 years.

Our study is an exploration into these decades of hard work by
evaluation managers aimed at answering the question of “does aid
work?”. Rather than trying to answer this question itself, we have
sought to understand how aid organisations themselves have sought to
answer it. More specifically, we have focused our study on aid
evaluation. Indeed, numerous evaluations are always in progress across
the field of development aid. The Swedish and Norwegian aid sectors
— the two countries we focus on in this study — are constantly abuzz
with planning processes, visiting consultants, circulation of drafts, and
informal exchanges about the purpose, scope, and expectations of
evaluation reports in the making. Yet if we take one step back from
the vast and busy landscape of development aid, evaluation reports are
curious objects indeed, and worthy of close attention in and of
themselves. Who writes them, who reads them, who uses them — how,
and for what purpose?

Clearly, evaluation reports are produced for a reason. We may
think of them as tools that help us better see the effects of aid. Yet as
tools, they are used by very different audiences and for very different
purposes: External actors such as the public, the media, and NGOs
use them to gain information about how aid funds are being used. Aid

! Center for Global Development 2006. When Will We Ever Learn? Improving Lives Through
Impact Evaluation. Report of the Evaluation Gap Working Group. Quote from CGD’s
online presentation of the report: http://www.cgdev.org/publication/when-will-we-ever-
learn-improving-lives-through-impact-evaluation (retreived January 2, 2017).
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staff use them to gain insight into how things might be done
differently. Policy-makers use them as input into policy decisions.

Within the field of aid evaluation, it is common to distinguish two
basic purposes that evaluation is explicitly expected to fulfil:
accountability and learning. These two are often referred to as “the
dual purpose” or “the twin objective” of aid evaluation. Yet this
conception of a dual purpose, we suggest in this report, conceals some
inescapable dilemmas; even, perhaps, outright contradictions.

The problem

The dual purpose of accountability and learning is a well-established
principle within aid evaluation, and has been so for several decades.
Yet during the past 30 years, numerous reports and studies, from
Sweden, Norway, and other key aid actors, have concluded that there
is too little learning within development aid. Why, these studies ask,
do aid organisations not learn more from their own experiences? And,
more specifically, why do they not learn more from their own
evaluations??

While ‘learning’ is not always clearly conceptualised in the above-
mentioned reports, it is often used, in practice, to mean acquiring new
knowledge that fosters change — on programme, policy, or organisational
level. Yet if a report finds that learning occurs at the individual staff
level, this may be cast as problematic — i.e. that learning unfortunately
“only” occurs at the individual level’ The main challenge is
organisational learning: the literature on this topic is substantial, and
has been a key part of the evaluation community’s professional
discussions during the past 30 years.* In this literature, most of the
studies agree that evaluation is a key tool for enabling organisational

2 Carlsson and Wohlgemuth 2001; ICAI 2014; Jones and Mendizaba 2010; Krohwinkel-
Karlsson 2007, 2008; Norad 2016; Norwegian Ministry of Foreign Affairs 1993;
Riksrevisionsverket 1988.

* Independent Commission for Aid Impact 2014: How DFID Learns. Quote from the
policy brief: “DFID staff learns well as individuals. They are highly motivated and FID
provides opportunities and resources for them to learn. DFID is not, yet, however,
managing all the elements that contribute to how it learns as a single, integrated system.”
(http://icai.independent.gov.uk/report/dfid-learns/. Last retrieved 17.10.2016.)

* Berg 2000; Carlsson and Wohlgemuth 2001; Forss et.al 1994; Furubo 2003; Johnson 1991;
Rist and Joyce 1995.
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change and that learning has not been achieved unless it has caused
some sort of change.

The question of how accountability relates to learning has been a
topic of discussion for several decades, and with an increase in
attention during the past years. Key actors within the OECD-DAC,
the EU, and the World Bank have in recent publications explicitly
discussed the relation between accountability and learning.” While this
attests to the topic being on the table, it is at the same time remarkable
how consistently evaluation practitioners and agencies conclude that
the two purposes are indeed compatible. But we are not entirely
convinced by this view and have designed this study to explore how
the two purposes of aid evaluation relate in practice.

The question of why there is so little learning in development aid
thus remains high on aid donors’ agendas. But is the problem merely
that they have not yet found the right approach? That the tool of aid
evaluation is simply not used to its best potential? Or is the problem
rather that the objective of learning is in itself compromised by its
uneasy relationship to the other main purpose of aid evaluation,
accountability? Might the problem lie not in how the tool of aid
evaluation is being wused, but in the tool itself? Perhaps the
contradiction is located here; that we expect this tool to achieve too
many things at the same time? Might there in fact be a direct trade-off
between using evaluation for accountability and using it for learning?
Put strongly: Does the concern for accountability in itself impede
learning?

* For a short opinion piece, see blogpost by Caroline Heider (Director General of the World
Bank’s Independent Evaluation Group, IEG), March 22, 2016: “Facing Off: Accountability
and Learning — the Next Big Dichotomy in Evaluation?.” The blog comments on a Forum
section in Evaluation Connections (the newsletter of the European Evaluation Society) of
February 2016, titled “Forum: Is there a trade-off between accountability and learning in
evaluation?” with four contributions including one by Heider. Accountability and learning is
explicitly discussed in the reports “Evaluation for better results” (Asian Development Bank
2014, pp. 47-65), “Assessing the uptake of strategic evaluations in EU development
cooperation (EuropeAid 2014, pp. 16-17, 39-40); and “Evaluation Systems in Development
Cooperation”, (OECD-DAC Evalnet 2016, pp. 23, 43-44). For a recent Norwegian
contribution to the discussion of learning, see Norad 2016: Kan lerdommer fornye
urviklingspolitikken? Evalueringsavdelingens &rsrapport 2015/16.
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Our hypothesis

In this study, we have reformulated the above question as a
hypothesis: The concern for accountability itself impedes learning; put
strongly, the two are incompatible. From this strong hypothesis we
developed three separate “diagnoses” of where the problem might lie,
organised around three levels of analysis.

First, the problem may lie in the evaluation text: Designed for
multiple audiences, both internal and external, this document is
expected to achieve the two largely contradictory goals of
accountability and learning. By analysing the evaluation reports as
pieces of text, we have asked: Might the problem of learning be solved
by writing the reports differently? Second, the problem may be the
evaluation process: The process of commissioning, conducting, and
disseminating evaluation reports does not encourage the relevant
audiences to use and learn from them. By analysing the evaluation
process as an example of knowledge production, we have asked: Might
the problem be solved by changing the way that evaluation processes
are conducted? Third, the problem may be the broader evaluation
system: Aid evaluation is but one element of the larger systems of so-
called results-based management and performance reporting, which,
while often recognising the importance of organisational learning, in
practice appear to prioritise accountability as the primary concern. By
analysing how evaluations are part of a political context, we have
asked: Might the problem be solved by changing the expectations of
what aid evaluation as such, and development aid more generally, may
realistically achieve?

Our conclusion

Our analysis shows that at the project/programme level, the dual
purpose may indeed be compatible, although practical challenges may
clearly emerge also here. What is much harder to achieve, even
possibly an unattainable goal, is what one of our informants dubbed
“big learning”: Learning on a more general level — in the headquarters,
among policy makers, and in the wider public — about how and why
development aid succeeds or fails, and what may done about it. Given
that the relation between learning and accountability in practice differs
at different levels and with different organisational arrangements, we
have modified our initial hypothesis and articulated the following
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conclusion to our study: The dual purpose of accountability and
learning in practice involve fundamental trade-offs.

A key implication of our analysis is that aid evaluation as currently
practised may not be the promising “all-purpose tool” that it is often
expected to be. Increasingly sophisticated methods, regardless of their
importance for the credibility and authority of aid evaluation, may in
themselves contribute to deepen the increase the tensions between
accountability and learning. Based on this conclusion, we argue that
there is a strong need, both in the aid administrations and the wider
public, to explicitly acknowledge that there are indeed important
trade-offs between doing aid evaluation for external insight and
control and for internal learning and change.

Our approach

This study is not a typical aid report. We have written the report as a
conversation-starter, in an open style that we hope is engaging,
thought-provoking, and constructive. We have limited the academic
jargon and technical information, and made use of annexes for the
benefit of those who want more details, including the theoretical
framework and methodological design of the study. We hope our
report may inspire our readers to further explore the rich literature on
the topic of accountability and learning, and have used both footnotes
and bibliographies to this end.

We have deliberately chosen notr to operate with pre-defined
theoretical definitions of the concepts of ‘accountability’ and
‘learning’ in this report. Both concepts are vague and broad with
multiple meanings and a number of possible definitions. Our interest
has been to explore how these concepts are used in practice by the
actors themselves and in the documents we have analysed. Building on
our findings in this report, we suggest a definition of learning that is
practice-based: Learning entails actively aquiring new knowledge. It
may thus happen when someone is actively partaking in an evaluation
process. Presumably, the further removed one is from the practical,
daily life of an evaluation process, the more difficult learning from
evaluation becomes. This concept of learning enables a more open-
ended interpretation which, rather than implying that learning is
necessarily enabled by articulating ‘lessons learned” and inducing
concrete organisational changes, may be achieved through a
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willingness to experiment, take risks, acknowledge failure, and adapt
to one’s circumstances. Similarly, based on our exploration of how the
concept of accountability is used in practice, we suggest a definition of
accountability that differentiates between the different sites of aid:
Homewards to the donor countries and outwards to the beneficiaries.
This ressonates with Ebrahim (2005), who suggests distinguishing
between three forms of accountability: upwards (to donors), sideways
(to peers), and downwards (to beneficiaries), and who argues that
learning may be combined with the latter two forms of accountability,
but not the first.®

The authors are all researchers working within Norwegian
academic institutions. We bring an unusual mix of perspectives to this
study: Hilde Reinertsen is a historian and researcher within the
interdisciplinary field of Science and Technology Studies (STS). In her
Ph.D. dissertation, she analysed how aid evaluation was established as
a field of expertise within the Norwegian aid system during the 1980s,
with a special interest in the role of documents and documentation
practices in aid. Kristian Bjorkdahl is a rhetorical scholar who has
published widely on science communication and rhetorical analyses,
especially within the fields of environment and development. In his
Ph.D. dissertation, he analysed the production and reception of a set
of key historical texts within the field of ethics. Desmond McNeill is a
political economist and senior professor with long-standing
experience from the field of aid evaluation, both as a researcher and as
a practitioner. Among his publications are the books The
Contradictions of Foreign Aid and Global Institutions and
Development: Framing the World?.”

In our analysis, we have combined our different analytical
approaches of history, rhetoric, and political economy into what we
hope is a refreshing analysis of aid evaluation.® We have made the
study of evaluation texts our main priority: their historical

¢ Cf. Chapter 2 for further discussion of Ebrahim’s definition of accountability.

7 Reinertsen, H. 2016. Optics of Evaluation. Making Norwegian Foreign Aid an Evaluable
Object, 1980-1992. Ph.D. dissertation, Faculty of Social Sciences, University of Oslo.
Bjorkdahl, K. 2016. Expanding the Ethnos. Rorty, Redescription, and the Rbetorical Labor of
Moral Progress. Ph.D. dissertation, Faculty of Humanities, University of Oslo. McNeill, D.
1981. The Contradictions of Foreign Aid. London: Croom Helm. Bods, M. and D. McNeill
(eds.) 2004. Global Institutions and Development: Framing the World? Routledge. All three
authours have contributions in the forthcoming anthology (in Norwegian): Bjorkdahl, K.
(ed.) 2017. Rapporten. Sjanger og styringsverktpy. Oslo: Pax.

8 Cf. Appendix 1 for a more detailed description of our analytical approach.
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development, their rhetorical properties, their processes of production
and circulation, and the wider contexts of aid administration of which
they are an integral part. Starting out with a strong hypothesis, we
investigated three related sets of empirical sources: close reading of a
selection of evaluation reports; interviews with past and present senior
evaluation officials; and a mapping of the historical trajectory of aid
evaluation in both countries. In addition, we conducted a literature
review of international research literature and practice-based
publications.

The comparison between Sweden and Norway enables an
illuminating contrast, similar to the historical dimension, to the
contemporary systems and practices of aid evaluation in the two
countries. While being historically close collaborators within the field
of development aid and also aid evaluation, the two countries have
pursued often surprisingly different trajectories in practice. Given that
local discussions of aid in the donor countries are often, perhaps
paradoxically, domestically oriented, these differences are interesting
to highlight in order to destabilise taken-for-granted ideas and
practices of aid evaluation.

For our data collection, we started by going through the existing
Swedish and Norwegian databases of aid publications to gain an
overview of all existing evaluation reports in both countries.” The
search also included other relevant documents, notably evaluation
handbooks, manuals, annual reports and newsletters.'® We then made a
selection of 20 evaluation reports for close analysis based on the
following criteria: historical breadth, thematic continuity, and
diversity of form." Thus, we wanted reports of different formats that
covered similar topics across a wide time span in order to identify
possible historical changes in the evaluation report genre. Based on
this, we chose Swedish reports from the health sector and Norwegian
reports on natural resources, notably energy and fisheries. The
majority of reports were Swedish in order to reflect the analytical
weight of the study. We also included two joint evaluation between

’ For Swedish documents, we went through Sida’s publication database and the online
document archive at bistindsdebatten.se (http://www.sida.se/Svenska/Publikationer-och-
bilder/publikationer/ and http://www.bistandsdebatten.se/dokumentarkivet/ ). For
Norwegian ~ documents, ~we went through Norad’s evaluation  database
(https://www.norad.no/en/toolspublications/publications/evaluationreports/).

10 Cf. appendix 2.1. for a list of evaluation manuals and guidelines.

" Cf. appendix 2.2 for a list of analysed evaluation reports.
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Sweden and Norway in order to strengthen the diversity of reports
and also accentuate publications from the most recent decade. While
we do consider the selection to be sufficiently broad and systematic
within the limited scope of this study, it is obviously not all-
encompassing and a different sample might have given different
results.

Our selection of interviewees was based on the same criteria of
historical breadth and national comparison. We conducted in-depth
interviews with seven highly experienced senior evaluation staff
members (five in Sweden, two in Norway) who have held or currently
hold key positions within Swedish and Norwegian aid evaluation.
They have a combined experience ranging over 45 years, from 1971 to
the present day. We used methods from oral history in order to
explore the interviewees’ individual professional trajectories, how
these related to the wider changes in the evaluation field, and finally
their reflections on the relationship between accountability and
learning. We actively used our hypothesis to invite the interviewees to
relate their own experience with the ongoing discussions in the
literature. Here, we were interested in grasping evaluation practice, not
general ideals and theories, and to identify potential practical
dilemmas and contradictions.

While our sample enabled us to access the changing practices, tacit
understandings, and informal processes of aid evaluation, it was
unfortunately beyond the scope of this study to directly explore the
perspectives of either the users of evaluation, partner organisations in
developing countries, or the objects of evaluation (i.e. those being
evaluated).

Structure of this report

The report is structured according to the three levels of our
hypothesis: The evaluation text, the evaluation process, and the
evaluation system. Chapter 1 is this introduction, which presents the
starting point, main arguments, and analytical approach of our study.
Chapter 2 unpacks the potential contradiction between learning and
accountability by mapping what existing literature has to say about
this question. Chapter 3 deals with the evaluation report as such: We
here distinguish its specific genre and analyse a selection of evaluation
reports to identify how they in practice handle the dual purposes of
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accountability and learning. Chapter 4 expands the concept of
evaluation to investigate the whole evaluation process and identifies a
set of key dilemmas that make the dual purpose of accountability and
learning difficult to reconcile. Chapter 5 contextualises the evaluation
reports and processes both within the wider evaluation system and
historically, by showing how evaluation has always, in different ways,
been part of broader political systems of planning, accounting, and
results assessment. In chapter 6, we conclude our study and reflect
upon the practical implications of our findings.
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Accountability vs. learning: a spectrum
of positions

Our hypothesis going into this study was the following: The demand
for accountability itself impedes learning; put strongly, the two are
incompatible. In contrast, evaluation practitioners often state the
opposite — that accountability and learning are “two sides of the same
coin”. Yet between these two extremes, there are a number of more
nuanced positions available. In this chapter, we review the existing
literature ranging from aid agencies’ own evaluation manuals via
practice-based publications to academic research. In the latter
category, we have also included a few contributions from other fields
than development aid that explicitly discuss the relation between
accountability and learning."

Based on our review, we have distinguished four main positions
which are most commonly held in discussions on the relation between
accountability and learning — ranging across a spectrum (see Box 1
below). As the table states, the different positions map broadly onto
the spectrum between practice-based and academic literature, ranging
from internal manuals to independent research journals.

Box 1: Spectrum of positions held on the relationship between accountability

and learning
No. | Position Typically found in
1 Complementary Evaluation manuals, practitioners’
objectives publications
2 A reconcilable dilemma Practice-based research
publications
3 A problematic trade-off Practice-based research
publications
4 An irreconcilable Independent/critical academic
contradiction research

12 Cf. Appendix 2.3 for a list of publications on aid evaluation, accountability, and learning.
A full list of cited academic literature may be found in appendix 4.
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Position 1: Complementary objectives

It is commonly stated among evaluation practitioners and in
evaluation publications that the purpose of evaluation is both
accountability and learning; indeed, that these are two faces of the
same coin.” In Norway, this is explicit in the Evaluation Department’s
mandate: “On the one hand, evaluation activities should promote the
transfer of experience, and on the other, they should hold Norwegian
development policy actors accountable for the management of funds.
(...) A key objective is to identify lessons learned in a systematic way,
so that they can be used in policy development and as the basis for
operational activities.”’ No potential contradiction between
accountability and learning is here acknowledged, although it is stated
that they may be given different priority in individual evaluation
processes."

In Sida’s evaluation manual, a sub-chapter is devoted specifically to
the relation between accountability and learning.'® This is described
mainly as a matter of asking different kinds of questions and gaining
different kinds of answers, which in turn relates to different levels of
analysis and use: “An evaluation that is meant to satisfy the
requirement for accountability may of course raise very different
questions than an evaluation intended for learning.”"” Furthermore,
learning is considered to entail more substantial analysis than does
accountability. This approach echoes a distinction often made
elsewhere between assessing whether aid staff are “doing things right”

r “doing the right things”: The Sida handbook conceptualises this

3 ADB 2014; OECD 2016.

* “Instruction for evaluation activities in Norway’s aid administration”, p. 1. Revised
version, approved 23 November, 2015. The Norweglan version uses the term “learn from
experiences” (“lere av erfarmger ), rather than “transfer of experlence Among the stated
objectives of evaluation are “systematise lessons learned” and “improving results through
effective learning processes”. The Instruction furthermore states that the purpose of
evaluation is to “document the effectiveness and relevance of efforts to realise the
Norwegian development policy”, hence connecting the evaluation efforts directly to the
implementation of Norwegian policy.

'3 «The empbhasis given to each of these aims may vary from one evaluation to the other.”

' Sida 2007. Looking Back, Moving Forward. Sida Evaluation Manual. 2. revised edition (1.
edition 2004).

7 “In general terms, what an evaluation for accountability seeks to find out is whether the
organisations that are responsible for the evaluated intervention have done as good a job as
possible under the circumstances. (...) When the purpose of evaluation is learning, on the
other hand, the study is expected to produce substantive ideas on how to improve the
reviewed activity or similar activities. Although learning, in itself, may be regarded as
valuable, its real importance lies in the translation of new knowledge into better practice.”
Sida 2007, pp. 14-15.
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distinction by means of the concepts “summative” and “formative”
evaluations, to describe, respectively, evaluations for accountability,
that mainly describe what has already happened, and evaluations for
learning, that may be used to make changes of a more substantial
nature. This distinction in turn resonates with another twin concept
often employed in the literature on organisational learning, between
so-called “single-loop” and “double-loop” learning: The former
describes the feeding of information back into the specific project; the
latter describes learning on a more substantial level.'

While Sida’s evaluation manual points to differences between
accountability and learning, it does not emphasise these differences as
in any way at odds with one another. To the contrary, it emphasises
that many evaluation questions may be relevant for both purposes and
that different audiences may use the same evaluation for different
ends: “It is not unusual that an evaluation, used by those who are
responsible for the evaluated activity for improvement and learning,
serves a purpose of accountability in relation to principals and the
general public.””” The manual points to what it terms “process
accountability”, which, it claims, blends the two purposes of
evaluation: While the evaluation manual distinguishes between
financial and performance accountability, and holds that evaluation is
concerned with the latter, it here suggests that when “results are
difficult to measure — a common situation in development
cooperation” — a process-oriented accountability assessment may be
useful.?

This concern for combining accountability and learning may be
seen also among other donors. Already in 2001, the OECD-DAC
Working Party on Aid Evaluation (today commonly referred to as
EvalNet) asserted the importance of attending to both, while also
emphasising that the two purposes clearly had diverging implications
for the evaluation process.”! In 2010 and 2016, EvalNet undertook
reviews of the DAC members’ evaluation systems.”” The 2016 review
identified “attention to both accountability and learning” as one newly
emerging trend in aid evaluation.”

'8 Forss et.al 1994; Rist and Joyce 1995.
19 Sida 2007, p. 15.

2 §ida 2007, p. 15.

21 OECD 2001.

2 OECD 2010, 2016.

» OECD 2016, p. 23.
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Some of those holding this position also considers accountability
and learning to be mutually supportive.** In recent debates, the term
“accountability for learning” is introduced to connect the two. Several
agencies, including DFID and major NGOs (among them Oxfam),
are replacing the acronym M&E (monitoring and evaluation) with
MEL (monitoring, evaluation and learning) to describe the integration
of learning into the regular performance measurement and evaluation
efforts.”

Position 2: A reconcilable dilemma

Those holding this position do acknowledge that there may exist
tensions between accountability and learning, but argue that it is
possible to reconcile the two.? For example, a study of learning from
evaluation of the EU’s development cooperation agency (EuropeAid)
highlighted the combining of accountability and learning as one of five
“thorny dilemmas or challenges” that must be addressed in order to
enhance uptake of evaluations: “In theory, there should be no
contradiction between the two main objectives (...). They are, in
principle, two faces of the same coin (...) The evidence collected
shows, however, that this virtuous circle often does not occur”.?”’” This
position is also held by Manning and White, who, in a discussion of
so-called impact evaluations acknowledge that there may be tensions
between accountability and learning that may give unwanted negative
effects; yet they conclude that “performance measurement systems
that use impact evaluation can make a serious contribution to both
accountability and, in particular, decision-making.”*

One notable contribution seeking to reconcile the two objectives
in practice is made by Reeger et.al, who in a research article from 2016
state that: “Although evaluators are increasingly asked to facilitate and
support learning, [the] call for accountability remains and, despite best
efforts, often gains priority — hence the need to find ways to reconcile

** For example, in OECD 2016: “Accountability and learning are not mutually exclusive,
rather they feed into each other, i.e. a learning culture improves the performance of
development assistance, and ensures that organisations are held accountable” (p. 23).

2 Cf. Grey et.al 2014 for a discussion of the concept “accountability for learning”.

26 Cracknell 1996; Lehtonen 2005; Manning and White 2014; Reeger et.al 2016.

¥ Bossuyt et.al 2014, p. 39.

28 Manning and White 2014, p. 348.
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the two.”® Reeger et.al seek to enable this by making room for
different forms of accountability, which in turn may accommodate the
combination of accountability with learning. Building on the work of
Alnoor Ebrahim, they distinguish between three forms of
accountability: Upwards (towards donors), downwards (towards
recipients), and sideways (towards other actors involved in the
project). The potential for combination, they argue, lies in the
downwards and sideways forms of accountability.”® Furthermore, the
authors separate between “goal-oriented evaluation, which is usually
connected with accountability purposes” and “learning-oriented
evaluation”. In order to enable the latter, they argue that the
evaluation methodologies must be adapted accordingly: “Thus, in
order for evaluation methodologies to support learning, they should
be participatory (...) and responsive (...) to the learning needs of

evaluation stakeholders”.”!

Position 3: A problematic trade-off

This position holds that accountability and learning are not possible to
combine without some negative effects. More specifically, the
accountability concern comes at the expense of learning. The former
UK Independent Advisory Committee on Development Impact
(IACDI) has noted, “there is always a tension between the use of
evaluation for accountability and its use for lesson-learning”* A
recent evaluation by the evaluation department of the World Bank
Group (the Independent Evaluation Group, IEG), that studied the
Bank’s systems for self-evaluation, takes the same perspective and
concludes that there are indeed trade-offs between accountability and
learning: “The systems’ focus on accountability and corporate
reporting — generating ratings that can be aggregated in scorecards and
so on — drives the shape, scope, timing, and content of reporting, and
limits the usefulness of the exercise for learning.””’

» Reeger et.al 2016, p. 7. This article does not analyse evaluation of development aid as such,
but it is still (and even: precisely for this reason) of very high interest to our study.

3% Ebrahim 2005.

31 Reeger et.al 2016, p. 10-11.

2 TACDI 2010, p. 3. IACDI was disbanded in 2011 and replaced by a new agency, the
Independent Commission on Aid Impact (ICAI), which reports directly to the
International Development Committee of the UK Parliament.

33 Independent Evalution Group 2016. Behind the Mirror. A Report on Self-Evaluation
Systems of the World Bank Group. Washington DC: World Bank Group. Quoted from IEG’s
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Development scholar Des Gasper argues: “automatic choice of an
audit form of accountability as the priority in evaluations can be at the
expense of evaluation as learning”.”* Reeger et.al, while themselves
concluding otherwise (see above), summarise this position nicely:
“While today both accountability and learning are considered
important motives for programme or project evaluation, the literature
shows that it is not self-evident that evaluation focuses on both
motives at the same time. Different scholars suggest tensions or trade-
offs exist between accountability and learning as reasons for and
results of evaluation. (...) These apparent tensions between
accountability and learning pose challenges to evaluators.””

Basil Cracknell made this point already in 1996, arguing that the
two purposes involve diverging methodologies, especially with regard
to involving stakeholders, and that this divergence was not
diminishing, rather widening.’® Hence, in contrast to Sida’s evaluation
manual and Reeger et.al, who both note that the two purposes require
different methodologies, both Cracknell and Gasper take the point
one step further by arguing that the differences not only involving
making different choices, but that these differences may also have
problematic effects.

Position 4: An irreconcilable contradiction

According to authors holding this position, the trade-offs between
accountability and learning are